
Casual Discovery: Producing a causal diagram in hopes of 
discovering unnoticed relationships and confounders. 

What is a Causal Diagram? 
● Huge “cause and effect” diagram
● Nodes (ideas) connected by edges (relationship)
● Since node “A” has an arrow pointed to node 

“B”, A is a direct cause of B. 
● S
● S
● S
● Sometimes we are unsure and an arrow could 

be either way

Abstract
In this research project, we used the PLoS 
and Semnantic MEDLINE outputs in hopes 
of creating a causal diagram by building a 
correlation matrix through R and running it 
through Tetrad, a casual search program. 

Background
 There has been a great amount of research 

conducted on all sorts of different types of fields. 
There can be breakthroughs made through casual 

discovery, where we analyze the observational data 
from previous experiments and piece together 

information like a jigsaw puzzle. 

●
Semantic MEDLINE

Semantic MEDLINE is an application 
that uses natural language processing 

to extract predictions from research 
titles and abstracts from the Public 
Library of Science. The predictions 
come in the form of three words, an 
object, predicate and subject, and 
represented in a graph that has 

variables and links. 

Tetrad 
A casual search program. Our first attempt, we 
hand composed a correlation matrix. 

Above is the input for the tetrad program.
● This chart shows many 

relationships among variables. 
● There is still a good amount of 

double edges
● This process was not 

automated, meaning we had to 
hand make everything by 
hand. 

Vulvodynia
In this research project, we have chosen 
the topic of vulvodynia, using professor 

Devavani Chatterjea’s research papers as 
reference. 

Text Mining
Goal: To identify Nodes and Edges 
● At first we started to used a package in R 

titled “UDPipe” to text mine Professor 
Chatterjea’s research paper.

● Specifically looked for nodes and edges.
● Wanted in form of noun phrases and 

association words.

[[1]]

[1] "mast cell"       "sensory hyper"   "early increases" "in transcripts"  "nerve-mast cell"

[6] "synapse marker" 

[[2]]

[1] "biological plausibility"     "triple labiar skin"          "hapten oxazolone"        

[4] "increase in cutaneous nerve"

[1] "Allergic sites were characterized by mast cell accumulation, sensory hyper-innervation and infiltration of regulatory 
CD4+CD25+FoxP3+ T cells as well as localized early increases in transcripts encoding Nerve Growth Factor and nerve-mast cell 
synapse marker Cell Adhesion Molecule 1"

[2] "We previously provided biological plausibility for this association, demonstrating that single and triple labiar skin exposure to 
hapten oxazolone in pre-sensitized ND4 Swiss mice led to transient tactile sensitivity and an increase in cutaneous nerve density 
[9]" 

Utilizing KNN 
● Initially, we hand labeled 100 cases, PC (positively 

correlated), NC (negatively correlated), U (unknown) or I 
(incorrect), by reading the abstract of the research paper. 

● We were more interested in the direction of the correlation 
rather than the strength of correlation (whether it was positive 
or negative)

Using Chatterjea’s keywords, we 
saved the diagram and, through data 
cleaning and reorganizing on R, we 

were able to work with this. There was 
a total of 4907 cases.

RELN gene STIMULATES Aromatase Our data provide evidence of a local increase of 
aromatase expression by reelin

PC

Tryptanthrine INHIBITS Histamine Also, TR significantly reduced the serum levels of 
histamine and IL-4 in the AD model.

NC

histone 
deacetylase 
3

ASSOCIATED_WITH Dermatitis We investigated the role of HDAC3 in allergic skin 
inflammation.

U

We used UDPipe to annotate the 
sentence description to count nouns, 
verbs, etc. We hoped this would help 

train our machine learning model.

However, the immune 
regulatory role of TLR4 in 
AD remains to be defined.      

After working with UDPIPE, we used the predicate and 
number of nouns to see if our model could predict 
whether it had a correlation or not. We tested the KNN 
with our 100 hand labeled cases. 

● As we can see from the KNN 
model output, our prediction 
model is not so accurate.

● Overall on average it resulted in 
about 47% accuracy. 

Assigning Coefficients 
● Replace the predicates with predetermined 

correlation coefficients.
● Again, focused mostly on the sign of correlation 

(+/-)

Improving Model
● We tried looking for patterns within consecutive nouns 
● Looked into cases where we excluded nouns that were 

left on their own 
● We would hope to compile a gigantic list of words that 

would give us hints in positive or negative association

A B

A B

Cases from MEDLINE
Goal: Filter out “useless” cases  
● When filtering useless cases, we often used 

the “stringr” package on r. 
● We had to reorganize the data.
● Filter mostly by reducing predicates.
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